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Preface
• Quantum Machine Learning[1]

• Machine learning algorithm find application in 
understanding and controlling quantum systems

• Eg. Solving quantum many-body system by ML

• Quantum computational devices promote the 
performance of machine learning algorithms

• Eg. Quantum version of SVM[2]
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Abstract
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Overview
• Problem Description

• Proposed Neural Network Solution

• Reformulation of the problem

• Generation of training data

• Neural network design

• Results
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Problem Description
• Statement I: Given an arbitrary unitary operation 
𝑈 ∈ 𝑆𝑈(2&), find an optimal quantum circuit 
approximates 𝑈.

• Statement II: Suppose 𝑈 is generated by some time 
dependent Hamiltonian ()

(*
= −𝑖𝐻(𝑡)𝑈(𝑡), 𝑈 0 = 𝐼, 

𝑈 𝑡2 = 𝑈, find the optimal control function 𝐻(𝑡) for 
synthesizing 𝑈. 𝐻(𝑡) should be easy-to-implement, 
finite number of quantum gates.
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Problem Description
• Remark: the minimal geodesic distance between the 

identity operation 𝐼 and 𝑈 is essentially equivalent to the 
number of gates required to synthesize 𝑈.[1] 
(Geometric view)

• Geodesic: given the initial point and initial velocity, the 
rest of geodesic is determined by geodesic equation
(345

(*3
+ Γ89

: (4;

(*
(4<

(*
= 0,with	Γ89

: Christoffel symbol 
representing local geometry.

• Like Newtonian and Lagrangian Formulations in 
Mechanics / geometric optics and Fermat’s principle in 
optics

[1] Nielsen, Michael A. "A geometric approach to quantum circuit lower bounds." arXiv preprint quant-ph/0502070 (2005).
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Problem Description

• Remark: 𝐻(𝑡) could be found via finding minimal 
geodesics of the Riemannian geometry from 𝐼 to 𝑈.

• Remark: Computing geodesics requires one to 
solve a boundary value problem in a high 
dimensional space, which is hard.
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Problem Description

• Remark: using one- and two-qubit gates, it is 
possible to well approximate 𝑈 (well approximate 
the geodesics)[1].

• Remark: One- and two-qubit gates are easy to 
implement.

[1] Nielsen, Michael A., et al. "Quantum computation as geometry." Science 311.5764 (2006): 1133-1135.
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Proposed Solution
• Use neural network (NN), supervised learning 

scheme

• find 𝑈 ≈ 𝑬 𝒄 = exp 𝑐JJ𝜏J ⋯exp 𝑐MJ 𝜏M 		←	segment
⋯⋯⋯		

exp 𝑐JO𝜏J ⋯exp(𝑐MO𝜏M)

• 𝜏Q 𝑖 = 1,⋯ ,𝑚 is basis of Δ ⊂ 𝑠𝑢(2&) =
𝑠𝑝𝑎𝑛{ Q

\]� 𝜎Q
:, Q

\]� 	𝜎Q8𝜎:9}, where 𝜎Q
: represents the 𝑛

fold Kronecker product 𝜎Q
: = 𝐼 ⊗⋯⊗ 𝜎Q ⊗⋯⊗ 𝐼, 

with 𝜎Q on the j-th slot.
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Proposed Solution
• Quantum circuit construction of exp(𝑖𝜃𝜏).

• When 𝜏 = 𝐼 ⊗⋯⊗ 𝜎Q ⊗⋯⊗ 𝐼, it is just a single qubit 
gate exp(𝑖	𝜃	𝜎Q), it can be constructed by 𝐻	𝑅d 𝜃 𝐻e
(for 𝑖 = 1), Y	𝑅d 𝜃 𝑌e (for 𝑖 = 2) or 𝑅d 𝜃 (for 𝑖 = 3)

• When 𝜏 = 𝐼 ⊗⋯𝜎Q ⋯𝜎: ⋯⊗ 𝐼, it’s a two qubit gate 
exp(𝑖	𝜃	𝜎Q ⊗ 𝜎:) . It can also be generated similarly, for 
example, exp(𝑖𝜃𝜎J ⊗ 𝐼 ⊗ 𝜎\)
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Proposed Solution

• Supervised learning scheme

• Training data 𝔇 = {(𝑥Q, 𝑦Q)}, find parameters 𝜃 =
argmin 𝑙𝑜𝑠𝑠(𝑦Q, 𝑓 𝑥Q, 𝜃 ) | 4v,wv ∈𝔇

• Test data 𝒯 = {(𝑥Q, 𝑦Q)}, not seen by the model in 
the training phase, is used to test the efficiency of 
the model.
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Proposed Solution
• 𝑈 ≈ 𝑬 𝒄 = exp 𝑐JJ𝜏J ⋯exp 𝑐MJ 𝜏M 										←	segment

⋯⋯⋯		
exp 𝑐JO𝜏J ⋯exp(𝑐MO𝜏M)

• Global decomposition: factor 𝑈	into segments. 
𝑈 ≈ 𝑈J𝑈\ ⋯𝑈: ⋯𝑈O

• Local decomposition: factor 𝑈: into sequence of 
one- and two-qubit gates. 

𝑈: ≈ exp 𝑐J
:𝜏J ⋯exp 𝑐M

: 𝜏M
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Proposed Solution
• Generation of training data for global decomposition
• There are infinitely many ways to factor 𝑈, training data 

should be generated in a unique way. 
• These paths should be chosen to be minimal normal 

subRiemannian geodesics. By Pontryagin Maximum 
Principle, obtain geodesic equation.

•

𝑥̇ = 𝑢𝑥
Λ̇ = [Λ, 𝑢]

𝑢 = 𝑝𝑟𝑜𝑗�(Λ)
⟹ 𝑥̇ = 𝑝𝑟𝑜𝑗� 𝑥Λ�𝑥e 𝑥

• 𝑥: 0, 1 → 𝑆𝑈 2& , Λ: 0, 1 → 𝑠𝑢 2& , 𝑢: 0, 1 → Δ ⊂
𝑠𝑢 2&
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Proposed Solution
• Generation of training data for global decomposition

• Randomly select a Λ�
• Iteratively repeat 𝑥 𝑡:eJ = 𝑈:𝑥(𝑡:), 𝑈: =
exp(ℎ	𝑝𝑟𝑜𝑗� 𝑥:Λ�𝑥:e )

• Obtain a training data 𝑈, 𝑈: , where 𝑈 =
𝑈J𝑈\ ⋯𝑈: ⋯𝑈O

• Distance between 𝑈 and 𝐼 approximates the complexity 
to implement 𝑈. In order 𝑈 be well approximated by the 
limited sequence, they bounded the norm 
𝑝𝑟𝑜𝑗� Λ� = ||𝑢�||, which determines distance.
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Proposed Solution

• Generation of training data for local decomposition

• U� = exp 𝑐J
:𝜏J ⋯exp 𝑐M

: 𝜏M 	

• Simply randomly generates data {𝑐J,⋯ , 𝑐M} (𝑐Q ∈
[−ℎ𝜋,+ℎ𝜋], i.e. should be small) and construct 
U� = exp 𝑐J

:𝜏J ⋯exp 𝑐M
: 𝜏M 	
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Proposed Solution
• 𝑈 ≈ 𝑬 𝒄 = exp 𝑐JJ𝜏J ⋯exp 𝑐MJ 𝜏M 										←	segment

⋯⋯⋯		
exp 𝑐JO𝜏J ⋯exp(𝑐MO𝜏M)

• Global decomposition: Use GRU (Gated Recurrent 
Unit) network to factor 𝑈	into segments. 𝑈 ≈
𝑈J𝑈\ ⋯𝑈: ⋯𝑈O

• Input: 𝑈\]×\] - 2& real vectors representing rows 

• Output: 𝑈J𝑈\ ⋯𝑈: ⋯𝑈O - 𝑁2& row vectors 
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Proposed Solution
• GRU network is a kind of recurrent neural network 

(RNN)
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Proposed Solution
• GRU 

← 𝑥(*), ℎ *�J

→ ℎ * , 𝑦 * = 𝑓(𝑊 w ℎ * )
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Proposed Solution
• 𝑈 ≈ 𝑬 𝒄 = exp 𝑐JJ𝜏J ⋯exp 𝑐MJ 𝜏M 										←	segment

⋯⋯⋯		
exp 𝑐JO𝜏J ⋯exp(𝑐MO𝜏M)

• Local decomposition: Use a four-layer fully 
connected network to decompose 𝑈: ≈
exp 𝑐J

:𝜏J ⋯exp(𝑐M
: 𝜏M)

• Input: 𝑈:\]×\] - 2&×2& numbers

• Output: coefficients (𝑐J
:,⋯ , 𝑐M

: )
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Proposed Solution

• Fully connect network

For each layer
𝑦Q = 𝑓(𝑊Q𝑥Q)

Where 𝑓(⋅) is a non-linear 
function – they use ReLU
here

…

input 2^n × 2^n numbers

… … … …

fully connected hidden layers

output m numbers 
representing coefficients
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Proposed Solution
• Non-linear functions
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ReLU[x]=Max[0, x]

Sigmoid[x]= 1
1+Exp[-x]

Tanh[x]

Zhang Chuheng © 2017



Proposed Solution

• Problem:

• Not well scaled, also exponentially increasing

• Future:

• 𝑈 is always sparse, make full use sparsity
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Results

Global Decomposition Local Decomposition
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Thanks for your attention
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