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Attention Mechanism

• Neural processes involving attention: studied in Neuroscience and 
Computational Neuroscience. 

• Visual attention: many animals focus on specific parts of their visual 
inputs to compute the adequate responses. 

• This principle has a large impact on neural computation as we need to 
select the most pertinent piece of information, rather than using all 
available information, a large part of it being irrelevant to compute 
the neural response.

Material from https://blog.heuritech.com/2016/01/20/attention-mechanism/



Image Captioning –
Show, Attend and Tell: Neural Image Caption Generation with Visual Attention 



Previous Model

Previous image captioning RNN models.

The problem with this method is that, when the model is trying 
to generate the next word of the caption, this word is usually 
describing only a part of the image. 

Using the whole representation of the image h to condition the 
generation of each word cannot efficiently produce different 
words for different parts of the image. 

This is exactly where an attention mechanism is helpful.



Examples



Examples

mistakes



Basic attention mechanism

In most literature.
z is called the context vector.

c is usually the hidden state of RNN.



Details



Details

We can also use a more 
general MLP here

learnt parameterlearnt parameter

m_i measures the relevance of c and y_i



Details Compute the weight using softmax

learnt parameter



Details
The final output is a convex combination of the inputs yi

Soft attention. Differentiable. Can be trained end-to-end using BP



Details
• Hard attention (not very popular)

The forward computation 
requires sampling.
So the objective needs to 
optimize certain log-likelihood. 
Omitted here.



Framework



• LSTM at different time steps attend to different part of the image
Lower convolutional layer. Each y_i (a feature) 
corresponds to a certain portion of the image



Metrics

This is an early paper. There are many follow-up papers with better results.

BLEU score: BLEU (bilingual evaluation understudy) is an algorithm for evaluating the quality of text 
which has been machine-translated from one natural language to another. (next page)

METEOR: another metric (google by yourself)



BLEU

For each word in the candidate translation, the algorithm takes its maximum total count, m_{max} in any of 
the reference translations. In the example above, the word "the" appears twice in reference 1, and once in 
reference 2. m_{max} = 2.

M=#words in the candidate that also appear in the reference (7 in the example)
W=total number of words in the candidate translation (7 in the example)

BLEU= min(m_max, M)/W   (2/7 in the example)

We also look at 2-grams (BLEU-2), 3-grams (BLEU-2), and so on.

BLEU score favors short translation and thus has been criticized (but still the most popular metric)



“hard” (a) and “soft” (b) attention model. White indicates the regions where the model roughly attends to





Attention in sequence-to-sequence
e.g., machine translation
Neural machine translation by jointly learning to align and translate



An MT model without attention



With attention



Other animations:
https://distill.pub/2016/augmented-rnns/#attentional-interfaces





Self-Attention

A structured self-attentive sentence embedding



A STRUCTURED SELF-ATTENTIVE SENTENCE EMBEDDING

Bi-LSTM

Summation 
weight

Computing the summation 
weights based on h_i

Multi-hop attention:
(attent to several parts of a 
sentence)

w_i word embedding 
(trainable)

(r*2u)
sentence embedding 
matrix

NN for specific tasks 
(e.g., sentiment analysis)



A STRUCTURED SELF-ATTENTIVE SENTENCE EMBEDDING

• RM The embedding matrix M can suffer from redundancy problems if 
the attention mechanism always provides similar summation weights for 
all the r hops

• A penalization term:

• This term will be added to the final objective (with a multiplicative factor)
• E.g., suppose we want to do sentiment analysis (yelp dataset. Yelp reviews, labels: 

stars 1-5; so it is a classification task. The main objective is the cross entropy.)

Want A to have orthonormal rows



Visualization



Text Entailment

• SNLI corpus

• Classification task:

Given many Sentence pairs

Classified as 
1. entailment

2. contradiction

3. neutral



Text Entailment

First we multiply each row in the matrix embedding by a 
different weight matrix. Repeating it over all rows, 
corresponds to a batched dot product between a 2-D matrix 
and a 3-D weight tensor

MLP with softmax (3 classes)



Summary

Terminology consistent with most 
literature.

But not our previous slides

Material From http://ruder.io/deep-learning-nlp-best-practices/

Softmax over j=1,2,3,….

http://ruder.io/deep-learning-nlp-best-practices/


Summary

for j=1,2,3,….

for j=1,2,3,….





Summary

Key is used to compute relevance

Final output is a linear combination of values



Resources

Resources for attentions and NTMs
• https://distill.pub/2016/augmented-rnns/

• A good read : http://ruder.io/deep-learning-nlp-best-practices/
(lot of notes and tricks for deep learning in NLP)
• Google cache: 

http://webcache.googleusercontent.com/search?q=cache:t_VgmDEvBo8J:r
uder.io/deep-learning-nlp-best-practices/+&cd=3&hl=en&ct=clnk&gl=us

• https://distill.pub/2016/augmented-rnns/#attentional-interfaces
(with very nice animation)

https://distill.pub/2016/augmented-rnns/
http://ruder.io/deep-learning-nlp-best-practices/
http://webcache.googleusercontent.com/search?q=cache:t_VgmDEvBo8J:ruder.io/deep-learning-nlp-best-practices/+&cd=3&hl=en&ct=clnk&gl=us
https://distill.pub/2016/augmented-rnns/#attentional-interfaces


Thanks

Some materials are taken from https://blog.heuritech.com/2016/01/20/attention-mechanism/
https://mchromiak.github.io/articles/2017/Sep/12/Transformer-Attention-is-all-you-
need/#.WtstO3puaUl

https://blog.heuritech.com/2016/01/20/attention-mechanism/
https://mchromiak.github.io/articles/2017/Sep/12/Transformer-Attention-is-all-you-need/#.WtstO3puaUl

