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Batch Normalization [loffe, Szegedy]

 BP needs to be modified to account for the
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Tensorflow Code:
tf.nn. batch_normalization(x, mean, variance, offset, scale, variance_epsilon, name=None)

Keras Code:
keras.layers.normalization.BatchNormalization(axis=-1, momentum=0.99, epsilon=0.001, center=True, scale=True)




Input: Values of z over a mini-batch: B = {z1...m};
Parameters to be learned: v, 3
Output: {y; = BN, g(z;)}
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Algorithm 1: Batch Normalizing Transform, applied to
activation x over a mini-batch.

Tensorflow Code:
tf.nn. batch_normalization(x, mean, variance, offset, scale, variance_epsilon, name=None)

Keras Code:
keras.layers.normalization.BatchNormalization(axis=-1, momentum=0.99, epsilon=0.001, center=True, scale=True)




Why BN??

* Internal Covariate Shift

* |n statistical learning, one typically assumes that the source distribution
(training) and the target distribution (testing) are the same

(if not, consider transfer learning)

Covariate shift: zz € X, Ps(Y|X =z) = B(Y|X = z)

In neural networks, after a few layers’ transformations, the distribution
may change a lot.



e Batch Normalization relates to mini-batch size
* Typically, BN requires larger mini-batch size
* Not easy to applied to RNN (possible, but no conclusion)
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Layer Normalization
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Normalization over a mini-batch
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Normalization over a layer
(for a single sample)



Batch Norm Layer Norm

ST 7T 77

(o]
4

Figure 2. Normalization methods. Each subplot shows a feature map tensor, with IV as the batch axis, C' as the channel axis, and (H, W)
as the spatial axes. The pixels in blue are normalized by the same mean and variance, computed by aggregating the values of these pixels.



Some details

gf gi: a gain parameter scaling the normalized activation
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Normalization a; = o (@i — 13) before the non-linear activation function
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* For a feedforward network, sum over a layer
* In CNN, summation over (C,H,W)
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* In RNN, sum over a layer at — w,, ht=1 + W,,x".
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Group Normalization
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Figure 2. Normalization methods. Each subplot shows a feature map tensor, with NV as the batch axis, C as the channel axis, and (H, W)
as the spatial axes. The pixels in blue are normalized by the same mean and variance, computed by aggregating the values of these pixels.



Batch Norm:

+ Stable if the batch size is large

+ Robust (in train) to the scale & shift of input data
+ Robust to the scale of weight vector

+ Scale of update decreases while training

- Not good for online learning

- Not good for RNN, LSTM

- Different calculation between train and test

Layer Norm:

+ Effective to small mini batch RNN

+ Robust to the scale of input

+ Robust to the scale and shift of weight matrix
+ Scale of update decreases while training

- Might be not good at CNN?

(Batch Norm is better in some cases)

* Other normalizations: weight normalization
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