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1 Introduction

In this lecture, we first introduce policy gradient. The basic version of policy gradient algorithm is
based on Monte Carlo estimate, which has high variance. We show how the variance can be reduced
by using baseline. Then we introduce the actor-critic method, to further reduce variance and
accelerate learning. Finally, we briefly introduce some advanced topics related to policy gradient.

2 Policy Gradient

With infinite states in a reinforcement learning problem, we can use machine learning models to
approximate the value function. The idea of policy gradient is to parametrize the policy in a
machine learning model, and learn the policy using gradient methods. The input of the model is
the states and the output is actions. Specifically, let θ be the parameters of the model for policy,
then J(θ) = Eτ∼πθ [r(τ)] is the expected return by following the policy πθ specified by θ, where τ
is the trajectory (s0, a0, s1, a1, . . . , sT , aT ) generated by following πθ. We can use gradient ascent
to update θ by θ ← θ + η∇θJ(θ). By expanding J(θ), we have

J(θ) =

∫
τ
r(τ)pθ(τ) dτ =

∫
τ
r(τ)p(s0)

T∏
t=0

πθ(at|st)p(st+1|at, st) dτ

Thus

∇θJ(θ) =

∫
τ
r(τ)∇θpθ(τ) dτ =

∫
τ
r(τ)
∇θpθ(τ)

pθ(τ)
pθ(τ) dτ

=

∫
τ
r(τ)pθ(τ)∇θ ln pθ(τ) dτ = E

τ∼πθ
[r(τ)∇θ log pθ(τ)]

By using Monte Carlo estimate, we have

∇θJ(θ) ≈ 1

N

N∑
i=1

r(τi)∇θ logθ pθ(τi)

Note that

∇θ log pθ(τ) = ∇θ

(
log p(s0) +

∑
t

log p(st|st−1, at−1) +
∑
t

log πθ(at, st)

)
=
∑
t

∇θ log πθ(at|st)

Let πθ(τ) =
∏
t πθ(at|st), then we have ∇θ log pθ(τ) = ∇θ log πθ(τ). Thus

∇θJ(θ) ≈ 1

N

N∑
i=1

r(τi)∇θ log πθ(τi) (1)



which can be easily computed by back-propagation on the policy model. However, the Monte
Carlo estimate requires repeatedly sampling trajectories and the values ∇θ log πθ(τi) often have
large variance, which is difficult for training. Also, equation (1) favors trajectories with large
reward.

3 Reduce Variance With Baseline Advantage

To solve the problems above, we can reduce the variance of the Monte Carlo estimate by introducing
a baseline b into (1)

∇θJ(θ) ≈ 1

N

N∑
i=1

∇θ log πθ(τi) (r(τi)− b)

here b is a baseline which can depend on states s = (s0, s1, . . . , sT ). Note that this modification
does not change the expectation of (1), since

E
τ

[∇θ log πθ(τ)b] =

∫
πθ(τ)

∇π(τ)

πθ(τ)
bdτ =

∫
b∇θπθ(τ) dτ

= ∇θ
∫
bπθ(τ) dτ = ∇θ

∫
b
∏
t

πθ(at|st) dτ

= ∇θ
∫
b
∏
t

∫
(πθ(at|st)dat) ds = ∇θ

∫
bds = 0

One common choice of b is the average return of all trajectories

b =
1

N

N∑
i=1

r(τi)

The variance of ∇θ log πθ(τ)(r(τ)− b) can be expressed as

Var [∇θ log πθ(τ)(r(τ)− b)] = E
τ

[
(∇θ log πθ(τ)(r(τ)− b))2

]
− E

τ
[∇θ log πθ(τ)(r(τ)− b)]2

= E
τ

[
(∇θ log πθ(τ)(r(τ)− b))2

]
− E

τ
[∇θ log πθ(τ)r(τ)]2

Set the gradient of b to 0

2E
τ

[
∇θ log πθ(τ)T∇θ log πθ(τ)(r(τ)− b)

]
= 0

which gives the optimal b that minimizes the variance

b =
Eτ [g2(τ)r(τ)]

Eτ [g2(τ)]

where g2(τ) = ∇θ log πθ(τ)T∇θ log πθ(τ).



4 Actor-Critic Method

The above algorithms based on Monte Carlo method use the return value r(τi) for each trajectory,
which means the update of θ can be done only an episode is ended. Thus they are inconvenient
for continuing problems. The actor-critic method introduce the idea of bootstrap to further reduce
the variance and make the parameter update available for every step in a trajectory. First, we do
some further approximation on ∇θJ(θ),

∇θJ(θ) ≈ 1

N

N∑
i=1

(
T∑
t=1

∇θ log πθ(a
i
t|sit)

(
T∑
t′=1

r(sit′ , a
i
t′)

))

≈ 1

N

N∑
i=1

(
T∑
t=1

∇θ log πθ(a
i
t|sit)

(
T∑
t′=t

r(sit′ , a
i
t′)

))

≈ 1

N

N∑
i=1

(
T∑
t=1

∇θ log πθ(a
i
t|sit)Qπθ(sit, ait)

)

The intuition is that the reward before step t has no correlation with the gradients ∇θ log πθ(a
i
t|sit).

Thus 1
N

∑N
i=1

(∑T
t=1∇θ log πθ(a

i
t|sit)

(∑t−1
t′=1 r(s

i
t′ , a

i
t′)
))
≈ 0. Here

Qπθ(sit, a
i
t) =

T∑
t′=t

E
τ∼πθ

[
r(sti, a

t
i)|sti, ati

]
is the true expectation of the reward to go after step t. By using the state-value function V (sit) =

Ea∼πθ(a|sit) as the baseline

∇θJ(θ) ≈ 1

N

N∑
i=1

(
T∑
t=1

∇θ log πθ(a
i
t|sit)

(
Qπθ(sit, a

i
t)− V πθ(sit)

))

If we can estimate the advantage Aπθ(sit, a
i
t) = Qπθ(sit, a

i
t) − V πθ(sit), then we can avoid going

through the whole episode for a update. First, we fit a value function V̂ πθ(s) by machine learning
model, and estimate Qπθ(sit, a

i
t) using

Q̂πθ(sit, a
i
t) = r(sit, a

i
t) + V̂ πθ(sit+1)

Now the advantage is estimated by

Âπθ(sit, a
i
t) = r(sit, a

i
t) + V̂ πθ(sit+1)− V̂ πθ(sit)

To learn V̂ πθ , we use
{

(sti,
∑T

t′=t r(s
t′
i , a

t′
i ))
}
i

as training data and fit the parameters φ of the state-

value model using supervised learning. For example let yti =
∑T

t′=t r(s
t′
i , a

t′
i ), then we can fit φ by

minimize L(φ) =
∑

i,t ‖V̂ πθ(sti)− yti‖2.
By using the idea of bootstrap, the training target can be further simplified

yti =
T∑
t′=t

r(st
′
i , a

t′
i ) ≈ r(sti) + V̂ πθ(st+1

i )



Now we can update the policy parameters inside an episode. Algorithm 1 and 2 shows the details
of batch version and online version of the actor-critic algorithm.

Algorithm 1: Batch Actor-Critic

repeat forever:1

sample a series {si, ai} by following πθ(a|s)2

use supervised learning to fit the parameters φ of V̂ πθ3

update Âπθ(si, ai)← r(si, ai) + V̂ πθ(s′i)− V̂ πθ(si), where s′i is the next state of si4

calculate J(θ)5

update θ ← θ + η∇θJ(θ)6

Algorithm 2: Online Actor-Critic

repeat forever:1

sample one step (si, ai) by following πθ(a|s)2

update the parameters φ of V̂ πθ using the one step reward3

update Âπθ(si, ai)← r(si, ai) + V̂ πθ(s′i)− V̂ πθ(si), where s′i is the next state of si4

calculate J(θ)5

update θ ← θ + η∇θJ(θ)6

5 Other Topics Related to Policy Gradient

1. Share parameters of the state-value model and the policy model, or even using a single model
to produce both the state-value V̂ (s) and the policy π(a|s). The idea is that the two models
may need some common features extracted from the state.

2. Parallelism of policy gradient. Each core in a multi-core machine samples a trajectory, then
update the parameters together, can be asynchronous. For example, the A3C[2] algorithm.

3. Advanced Policy Gradient Methods: [1], TRPO[3] and PPO [4]
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